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Abstract

Arrhythmia is a heart condition that occurs due to abnormalities in the heartbeat, which means that the heart’s electrical signals do not work properly, resulting in an irregular heartbeat or rhythm and thus defeating the pumping of blood. Some cases of arrhythmia are not considered serious, while others are very dangerous, life-threatening, and cause death in a short period of time. In the clinical routine, cardiac arrhythmia detection is performed by electrocardiogram (ECG) signals. The ECG is a significant diagnosis tool that is used to record the electrical activity of the heart, and its signals can reveal abnormal heart activity. However, because of their small amplitude and duration, visual interpretation of ECG signals is difficult. As a result, we present a significant approach for identifying arrhythmias using ECG signals. In this study, we proposed an approach based on Deep Learning (DL) technology that is a framework of nine-layer one-dimension Conventional Neural Network (1D CNN) for classifying automatically ECG signals into four cardiac conditions named: normal (N), Atrial Premature Beat (APB), Left Bundle Branch Block (LBBB), and Right Bundle Branch Block (RBBB). The practical test of this work was executed with the benchmark MIT-BIH database. We achieved an average accuracy of 99%, precision of 98%, recall of 96.5%, specificity of 99.08%, and an F1-score of 95.75%. The obtained results were compared with some relevant models, and they showed that the proposed framework outperformed those models in some measures. The new approach’s performance indicates its success. Also, it has been shown that deep convolutional neural networks can be used efficiently in automated detection and, therefore, cardiovascular disease protection as well as help cardiologists in medical practice by saving time and effort.
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1 Introduction

Cardiovascular Diseases (CVDs) is the main reason of people death, in 2016 CVDs are responsible for 31% deaths of the worldwide, 85% from which happened resulting from heart attacks $555 billion and €210 billion are the estimated annual burden of cardiovascular diseases on the American and European economy, respectively [1]. One of the most commonly types of CVDs is arrhythmia. It is an irregular heartbeat or rhythm which is one of the leading causes of mortality from cardiovascular disease (CVD)[2]. Cardiac arrhythmia is a medical state that occurs when the heart of a human pumps in an abnormal manner. Some people may have racing or fluttering heartbeats as a result of this condition. The early detection of arrhythmia can play a vital role in assisting cardiologists with decision making [3][4].

An electrocardiogram (ECG) is an electrical signal produced by the heart that is recorded by physicians in order to monitor the heart's health. An electrocardiograph with 10 electrodes placed in particular locations on the human body acquires up to twelve distinct signals, known as LEADS, in the conventional approach [5]. The ECG signals are improved by removing various types of noise and artifacts. It is a sequence of waves which consists of six distinct waveforms that may be distinguished by the letters P, Q, R, S, T, and U [6].

The researchers are interested in automated arrhythmia diagnosis utilizing the ECG signal. In order to build automated monitoring systems, machine learning (ML)-based approaches such as K-nearest neighbor (KNN) algorithm, support vector machine (SVM), naïve Bayes (NB), and linear discriminant analysis (LDA) are widely used. These approaches are based on feature extraction and pattern recognition [4][7].

Deep learning (DL) is a modern branch of machine learning. The DL architecture is an extension of traditional neural network (NN) because it involves more hidden layers between the input and output layers in order to simulate more complex nonlinear relationships [8]. Convolutional neural networks (CNNs) are a common type of DL algorithm that mimics the function of biological neural systems (such as the human brain) [9]. The CNN algorithm, which includes layers such as convolution and pooling, is run alternately until all features are extracted, after which the dropout layer, flatten layer, and finally, fully connected layer are added [10]. CNNs have great ability for features extraction that invariant to temporal/spatial and local spectral variations and that led to a large number of breakthrough results, more conspicuously in the computer vision [11].

In this paper we presented a one dimensional convolutional Neural Network (CNN) architecture for classify the dataset downloaded from MIT-BIH database (MITDB) in to four classes of arrhythmias, the classes are: Normal beat(N), Left
Bundle Branch Block (LBBB), Right Bundle Branch Block (RBBB), and Atrial Premature Beat (ABP).

The goal of this project is to establish Computer Aided Diagnostic (CAD) system that contribute for assistant the cardiologists by presenting cost effective, time saving, and intelligent ECG arrhythmia detection.

The rest of this research is prepared as follows: Section 2 describes the literature reviews of CNNs, and section 3 presented the CNNs, arrhythmia, MITDB, and evaluation metrics used in this study. Section 4 presents the proposed model (1-D CNN). section 5 describes and evaluates the results on experiment on the MITDB, and the discussion. Finally, the conclusion presents in section 6.

2 Related Work

In the recent years many techniques have been proposed for detect arrhythmia from ECG signals, almost of these are achieved superior performance by diagnosis various types of arrhythmias. In [12] prosed nine layer Convolutional Neural Network (CNN) for classify five classes of arrhythmia (N, S, V, F, Q), noise removal, Z-score normalization, segmentation, and R-peak are the preprocessing step that applied in this project, the performance that has been achieved with noise removal are 93.47% of accuracy, 96.01% of sensitivity, and 91.64% of specificity and the performance without noise removal accuracy of 94.03%, sensitivity of 96.71%, and specificity of 91.54%. In [13] is proposed 16–layer of 1D CNN with skip connection for classify Normal, Atrial Fibrillation and other rhythm the dataset from Challenge 2017 with accuracy of 90% for Normal, 82% for Atrial Fibrillation, and 75% for other Rhythm. In [14] proposed 10 layer 1D Convolution Neural Network (CNN) and Long Short Term Memory (LSTM) the dataset from MIT-BIH arrhythmia database are used for classify five classes (Normal (N), Right Bundle Branch Block (RBBB), Left Bundle Branch Block (LBBB), Atrial Premature Beat (APB), Premature Ventricular Contraction (PVC)), several reprocessing steps have been implemented in this study such as R-peak detection, segmentation, and Z-score normalization, the performance that has been achieved are: 98.10% of accuracy, 97.50% of sensitivity, and 98.70% of specificity. In [15] proposed 12-layer one dimensional CNN to classify one lead individual heartbeat signal in to five classes of heart diseases (Normal beats, Left Bundle Branch Block Beat, Right Bundle Branch Block Beat, Premature Ventricular Contraction Beat, and Atrial Premature beat). The method was tested on MIT-BIH arrhythmia database and the results that has been obtained 0.977 for positive predictive, sensitivity of 0.976, and F1-score of 0.976. in [16] two models Convolutional Neural network (CNN) and Multi-Layer Perceptron (MLP) network are proposed for classification system. By MLP network two classes are classified “Arrhythmia” and “normal” with performance 88.7% and nine classes (arrhythmia, normal sinus, second degree AV block, first degree AV block, atrial flutter, malignant ventricular, ventricular tachycardia, and ventricular bigeminy) for CNN with performance of 83.5%.
3 Methods and Materials

3.1 Convolutional Neural Network (CNN)

Convolutional Neural Network (CNN) is one of the Artificial Neural Networks (ANNs) which is the most frequently utilized. LeCun was the originally developer of CNN in the beginning of 1990s[17]. Generally, it is a popular method for feature extraction automatically and classification of data. CNN has achieved excellent performance with problems of machine learning such as natural language processing (NLP), computer vision, and image Net and greatly results that have been obtained [18].

CNN consist of set of layers such as shown in Fig. 1; convolutional layers, fully connected layers, and pooling layers [10]. The convolutional and pooling layers are in charge of feature extraction, while fully connected layers (dense) are responsible of classification [1]. In the other side, some of these layers have parameters such as; convolutional and fully connected layers, while others with no parameters such as pooling layers. The convolution layer contains multiple filters (also known as kernels) for extracting the significant features by convolutional operation, the output from this layer are the feature maps that producing from the processes of data with the convolution kernel. each convolutional operation is followed by activation function which is nonlinear transformation [19]. Pooling layer is responsible of reducing the representation dimensionality and this in turn of effect of the model by further reducing in the computational complexity and parameters of it[20].

Convolutional neural networks (CNNs) can be in different forms; 1-D, 2-D, and 3-D due to the dimension of input data. 2-D CNNs are applied with two data dimensions’ type such as videos and images, 1-D CNNs which are modification version of 2-D. 1-D CNNs have different applications of one dimension especially with signal processing such as; structural damage detection, structural health monitoring, and early stage detection of arrhythmia in ECG beats.

The 1-D CNNs become really celebrated with the state-of-the-art performance in record time [21]. Many reasons that make 1-D CNNs are more preferable and advantageous in applications of signal processing, lower computational, less complexity of 1-D CNN against 2-D CNN under the same conditions, i.e., the same hyper parameters, network, and configuration, the configuration of 1-D CNN is really shallow that make the train and implement of the networks are much easier to done. The implementation of 1-D CNNs doesn’t require special hardware as their 2-D counterparts, lastly, 1-D CNNs are well- suited for applications with mini- cost and real- time in particular on mobile [21].
3.2 Arrhythmia

Arrhythmia is the abnormality or irregularity in the rhythm of heartbeats. For the healthy human, the range of normal heart rate is between 60-100 Bpm. With arrhythmia, a patient can feel their heartbeat racing, fluttering or skipping more or like palpitation. Arrhythmia can be categorized in three major types according to the range of heart rate, these types are: tachycardia, bradycardia, and extra-beat.

Tachycardia arrhythmia refers to heart beat above the normal heart rate such as fibrillation and flutter. Bradycardia arrhythmia refers to heartbeat below the normal heart rate such as Left and Right Bundle Branch Block. Extra heartbeat refers to the forceful beat or irregularity of the heartbeat rate such as Atrial premature beat [21].

To detect the type of arrhythmia, ECG signal features are tracked. However, it consists of waves, intervals, and segments. The normal ECG signal as shown in the Fig. 2, while different types of disease according to arrhythmia have different shape and size of its wave. R-peaks have the highest amplitudes that making them the easiest wave for disclosure and excellent reference of points for eventuality detections [22].
Arrhythmia can be classified into two main types: morphological arrhythmia and rhythmic arrhythmias. Morphological arrhythmia is formatted by only one an irregular heartbeat such as: Right and Left Bundle Branch Block beat (RBBB, LBBB) while Rhythmic arrhythmias are formed by multiple of irregular heartbeats such as Atrial Fibrillation (AF)[24]. According to AAMI the heartbeats have been classified into five types: N (Normal Beat), S (Supraventricular Ectopic Beats (SVEB)), V (Ventricular Ectopic Beat (VEB)), Fusion Beat (F), and Q (unclassified beats, as well as paced beats) [23]. Fig. 2 represents several types of cardiac arrhythmias.
3.3 Evaluation metrics

The performance of the classification model can be evaluated through different measures. However, the actual class values are available for testing data, the predicate value for this class would be resulted from the tested model. Then, compare the predicate values and actual values and construct the confusion matrix as shown in Table 1.

<table>
<thead>
<tr>
<th>Predicted class</th>
<th>P</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual class</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>N</td>
<td>FN</td>
<td>TN</td>
</tr>
</tbody>
</table>

The confusion matrix has four states according to the correct or incorrect prediction [1], the possible states are:

- True Positive(TP): correct prediction of positive class
- False Positive(FP): incorrect prediction of positive class
- True Negative(TN): correct prediction of negative class
- False Negative(FN): incorrect prediction of negative class
Different metrics can be extracted from confusion matrix: accuracy, specificity, sensitivity, precision, and F1. The average accuracy is a total of accuracies for all classes divided by number of classes. The classification accuracy is defined as the sum of true positive and true negative (the total number of correctly classified cases) divided by full amount of cases.

\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \]  

(1)

The specificity (Sp), The sensitivity (Sen) and precision(Pre) were calculated as:

\[ Sp = \frac{TN}{TP + FP} \]  

(2)

\[ Sen = \frac{TP}{TP + FN} \]  

(3)

\[ Pre = \frac{TP}{TP + FP} \]  

(4)

Precision(Pre) and recall(Sen) were using for calculate F1-score as:

\[ F1 - score = 2 \times \frac{Pre \times Sen}{Pre + Sen} \]  

(5)

3.4 MIT-BIH arrhythmia database (MITDB)

MIT-BIH arrhythmia database is a public data set. It was captured at Laboratory for Computational Physiology (LCP) at the Harvard-MIT Division of Health Sciences and Technology, is a center for research into subjects such as cardiac arrhythmia detection; heart rate variability; compression, transmission, storage, and retrieval of physiologic signals; cardiovascular and pulmonary dynamics; and medical decision support for intensive care.

The datasets contain 48 recordings of two channels of ECG signals with half hour duration from 47 subjects between (1975-1979). The subjects were 22 women age 23 - 89 and 25 men age 32 -89. In addition to the recordings, this database including timing information and an annotation of the information about the beat class and that verified by two independent experts [25].

4 The Proposed Model

The proposed model is 1-D convolution neural network, architecture of the model is shown in the Table 2, which illustrated the comprehensive presentation of the layers in the proposed model. The architecture of the proposed 1-D CNN classification has well defined with 9 layers:

- Three 1-D convolutional layers.
- One Maxpooling 1D layer.
- One Dropout layer.
- One Flatten layer.
- Three Fully connected layers(Dense).
Table 2: The hierarchy details of the proposed CNN model

<table>
<thead>
<tr>
<th>Layers</th>
<th>Type</th>
<th>Filter size</th>
<th>stride</th>
<th>Kernel</th>
<th>Activation function</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer1</td>
<td>Conv1D</td>
<td>5</td>
<td>1</td>
<td>32</td>
<td>ReLU</td>
<td>192</td>
</tr>
<tr>
<td>Layer2</td>
<td>Conv1D</td>
<td>5</td>
<td>1</td>
<td>64</td>
<td>ReLU</td>
<td>10304</td>
</tr>
<tr>
<td>Layer3</td>
<td>Conv1D</td>
<td>5</td>
<td>1</td>
<td>128</td>
<td>ReLU</td>
<td>41088</td>
</tr>
<tr>
<td>Layer4</td>
<td>MaxPooling1D</td>
<td>5</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Layer5</td>
<td>Dropout1D</td>
<td>0.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Layer6</td>
<td>Flatten</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Layer7</td>
<td>Fully connected</td>
<td>-</td>
<td>512</td>
<td>ReLU</td>
<td></td>
<td>4194816</td>
</tr>
<tr>
<td>Layer8</td>
<td>Fully connected</td>
<td>-</td>
<td>1024</td>
<td>ReLU</td>
<td></td>
<td>525312</td>
</tr>
<tr>
<td>Layer9</td>
<td>Output layer</td>
<td>-</td>
<td>4</td>
<td>Softmax</td>
<td></td>
<td>4100</td>
</tr>
</tbody>
</table>

5 Experimental results and Discussion

The dataset that used for evaluate the model has been downloaded from MIT-BIH arrhythmia database. The dataset has been taken from a single lead which is Modified Limb Lead (MLII), for further preprocessing. In-max normalization is applied for the data to make it in one scale size between 1 and 0. R-peaks detection are applied for detect the peaks for each record as shown in the figure. The sequences are deposition by select 63 samples before the peaks and 64 samples after the peaks to constitute one sequence with 128 samples. After forming the dataset in to sequences, each sequence is labeled with one of the classes “N”, “LBBB”, “RBBB” and “APB”. For the experiments of classify of ECG signal in to four classes of arrhythmia, 39091 sequences are extracted and it has been segmented among the four classes as follow:

- Normal class of 30777
- Left Bundle Branch Block of 3798
- Right Bundle Branch Block of 3144
- Atrial Premature Beat of 1372

The percentage of arrhythmia four classes illustrated in Fig. 4.

The overall process as shown in Fig. 5 can be summarized in the four basic steps, the steps are: download one dimensional data from MIT-BIH arrhythmia database, preprocessing the data by set of methods such as normalization and R-peaks detection, feature extraction by 1-D CNN model, and classification four ECG signal (normal class and three classes of arrhythmias). Fig. 6 illustrates R-peaks detection along one minute of the record 100.
Arrhythmia Classification Using One …

Fig. 4 The percentage of the arrhythmia four classes

Fig. 5 Block diagram of the steps of ECG signal classification

Fig. 6 Detection of R-peaks in ECG signals
The dataset that used are divided into training set and testing set. 80% and 20% are the percentage of the training set and the testing set of the data respectively as shown in Fig. 7.

![The whole dataset](image)

<table>
<thead>
<tr>
<th>Metric</th>
<th>N</th>
<th>LBBB</th>
<th>RBBB</th>
<th>APB</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>99%</td>
<td>100%</td>
<td>100%</td>
<td>93%</td>
<td>98%</td>
</tr>
<tr>
<td>Recall</td>
<td>100%</td>
<td>100%</td>
<td>99%</td>
<td>79%</td>
<td>96.5%</td>
</tr>
<tr>
<td>F1-score</td>
<td>99%</td>
<td>100%</td>
<td>99%</td>
<td>85%</td>
<td>95.75%</td>
</tr>
<tr>
<td>Specificity</td>
<td>96.61%</td>
<td>99.95%</td>
<td>99.97%</td>
<td>99.78%</td>
<td>99.08%</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>99%</td>
</tr>
</tbody>
</table>

the ROC-Curve for the four classes (N, LBBB, RBBB, and APB) are represented in Fig. 8.
Fig. 8. ROC-Curve for four classes of arrhythmia

The loss, accuracy, validation-loss, and validation-accuracy have been shown in the Fig. 9.

Fig. 9: Performance metrics of the proposed model
Convolutional Neural Networks (CNNs) have significant facility to extract the distinct features that relatively invariant to temporal variations and local spectral. ECG data that has been obtained from MIT-BIH arrhythmia database has get pre-processed by normalizing it and detect the R-peaks, finally, the sequences are forming and the labels are assigned. after the previous steps have been completed, we design, training, and testing the network that exploiting the various features as inputs. The proposed model has get evaluated for classification of ECG signal in to four distinct cardiac conditions.

The batch size of the data and the epochs have been greatly affected the accuracy and the behavior of the model. So, we chosen the batch size at 20 and epochs 10. Although, it is very little, it is get great accuracy of 99%. The proposed CNN algorithm took approximate 420.1 seconds to complete the training epochs. The detailed performance of the proposed CNN model is presented using Confusion matrices for the four classes. The cases that classified correctly are the elements in the diagonal axis, whereas an incorrect case are presented in the anything else the diagonal. The confusion matrixes of the proposed model with and without normalization are illustrated in Fig.10 and Fig.11, respectively.

![Confusion Matrix for the proposed CNN model with Normalization](image)

**Fig. 10: Confusion matrix of the CNN model with normalization**
To give more accurate view about proposed model, comparison has been accomplished with the close works as shown in Table 4, summarizes evaluation of the performance of the proposed CNN model with other techniques that operates on arrhythmias classification using ECG signals.

It should be notable that different techniques have been used 1-D data for arrhythmia classification. Among these techniques, [26] proposed eleven layer 1-D CNN for classify only two classes with average accuracy 95.22%, this study is lower than the proposed model in the number of classes that has been classified and the performance of the model. In [16] the researchers presented a classification system of CVDs using CNN network and MLP (Multi-Layer Perceptron) network, two classes (normal and arrhythmia) has been used in the MLP network and nine classes has been used in the CNN network. This study showed lower performance than the proposed model in both using CNN network and MLP network, i.e., 83.5 and 88.7 respectively. [13],[27] get models that classify only three classes with lower performance than the proposed model that classify four classes, the proposed model outperformed these models in the number of classes than have been classified and the performance that has been achieved. The study [28] proposed 1-D CNN for detecting five classes, this model has not been able to get high performance. This study [14] has applied CNN and LSTM (Long Short Term Memory) for classifying five classes by comparing with the proposed model, the proposed architecture has lower complicating and it has attained higher performance in both accuracy and specificity metrics.
Table 4: Comparison of the proposed CNN model with recent arrhythmia classification techniques.

<table>
<thead>
<tr>
<th>Researcher and year</th>
<th>Classes</th>
<th>Acc%</th>
<th>Sen%</th>
<th>Spec%</th>
<th>Pre%</th>
<th>Model</th>
<th>database</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acharya, et al., 2017[26]</td>
<td>2</td>
<td>95.22</td>
<td>-</td>
<td>-</td>
<td>11-layer 1-D CNN</td>
<td>MITDB</td>
<td></td>
</tr>
<tr>
<td>Savalia &amp; Emamian, 2018[16]</td>
<td>9(CNN) 2(MLP)</td>
<td>83.5 CNN 88.7 MLP</td>
<td>-</td>
<td>-</td>
<td>5-layer 1-D CNN</td>
<td>MITDB &amp; kaggar</td>
<td></td>
</tr>
<tr>
<td>Zubair et al., 2016[28]</td>
<td>5</td>
<td>92.7</td>
<td>-</td>
<td>-</td>
<td>4-layer 1-D CNN</td>
<td>MITDB</td>
<td></td>
</tr>
<tr>
<td>Xiong et al., 2018[13]</td>
<td>3</td>
<td>82</td>
<td>-</td>
<td>-</td>
<td>21-layer 1-D CRNN</td>
<td>Challenge 2017</td>
<td></td>
</tr>
<tr>
<td>Oh et al., 2018[14]</td>
<td>5</td>
<td>98.10</td>
<td>97.50</td>
<td>98.70</td>
<td>CNN+LSTM</td>
<td>MITDB</td>
<td></td>
</tr>
<tr>
<td>Avanzato &amp; Beritelli, 2020[27]</td>
<td>3</td>
<td>98.33</td>
<td>-</td>
<td>-</td>
<td>5-layer 1-D CNN</td>
<td>MITDB</td>
<td></td>
</tr>
<tr>
<td>Proposed CNN model</td>
<td>4</td>
<td>99.00</td>
<td>94.5</td>
<td>99.08</td>
<td>98</td>
<td>9-layer 1-D CNN</td>
<td>MITDB</td>
</tr>
</tbody>
</table>

Proposed model achieved 99 % average accuracy, 99.08% specificity, 94.5% sensitivity, and 98 % positive predictive value (precision). These values are excellent when they would be compared with the recent techniques that utilized of CNN algorithm for the equivalent automatic arrhythmia classification.

5 Conclusion

In this paper, we proposed a 1-D CNN classification model for classifying cardiac arrhythmias automatically utilizing ECG signals. An accurate classification of ECG signals has been helpful with extreme degree for diagnosis and prevention of CVDs. The proposed CNN classification algorithm which using 1-d time series data, can classify four classes of arrhythmia, that is, Normal, LBBB, RBBB, and APB, and it is accomplished 99 % average accuracy, 99.08% specificity, 94.5% sensitivity, and 98 % positive predictive value (precision). These results show that the 1-D CNN model is a reliable technique for detection and classification of CVDs.

Through this work, it was found there is need for more test with ECG signals from local medical centers, so it may be performed as a future work.
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